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A workflow is a repeatable pattern of activity enabled by the systematic organization of resources into processes that

transform inputs into outputs.

Key Elements of a Workflow:
1.Tasks/Activities – Individual steps in the process.
2.Sequence/Flow – The order in which tasks are performed.
3.Roles/Actors – People, systems, or services responsible for executing the tasks.
4.Rules/Conditions – Logic that determines how and when transitions happen between tasks.
5.Input/Output – Data or material required or produced by each task.
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•Sequential: Tasks occur one after another.

•Parallel: Tasks can be performed concurrently.

•Conditional: The path of the workflow depends on 

decisions or conditions.

•Iterative: Certain steps repeat based on conditions or 

until a goal is reached.

•Special case – (co)simulation: Certain steps until a goal 

is reached.
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The easiest parallel workflow, where only the results need to be merged: 

it requests extra handling of distributed data storage and efficient memory and cache mechanisms

Second place on easiness: simple pipeline – sequential workflow:

Requires the same handling as previous, plus the right order of the tasks, and proper organization of the 

communication with the intermediate results between processing steps

Complexity explodes when the workflows become conditional and/or iterative



• Predicting chance of failure of all water and gas pipelines in the Netherlands for 
next 30 years

• Sensitivity analysis and Monte Carlo scenario

• Combination 10 models from different organizations

• 400 combinations of stochastic parameters
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8 | STOOP - Autoflow

GeoTop

id_profiel_1 type_profiel_1 bovenbelasting_1 zetting_1 id_profiel_2 type_profiel_2 bovenbelasting_2 zetting_2 Overgangslengte MaxVonMises dz/dL

id_profiel_1 1.00 0.00 0.00 -0.30 -0.02 0.00 0.00 0.01 0.00 -0.12 -0.12

type_profiel_1 0.00 1.00 0.00 -0.12 0.00 -0.02 0.00 0.00 0.00 -0.05 -0.05

bovenbelasting_1 0.00 0.00 1.00 0.89 0.00 0.00 -0.02 -0.02 0.00 0.01 0.01

zetting_1 -0.30 -0.12 0.89 1.00 0.01 0.00 -0.02 -0.02 0.00 0.07 0.07

id_profiel_2 -0.02 0.00 0.00 0.01 1.00 0.00 0.00 -0.30 0.00 -0.12 -0.12

type_profiel_2 0.00 -0.02 0.00 0.00 0.00 1.00 0.00 -0.12 0.00 -0.05 -0.05

bovenbelasting_2 0.00 0.00 -0.02 -0.02 0.00 0.00 1.00 0.89 0.00 0.01 0.01

zetting_2 0.01 0.00 -0.02 -0.02 -0.30 -0.12 0.89 1.00 0.00 0.07 0.07

Overganslengte 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 -0.49 -0.49

MaxVonMises -0.12 -0.05 0.01 0.07 -0.12 -0.05 0.01 0.07 -0.49 1.00 1.00

dz/dL -0.12 -0.05 0.01 0.07 -0.12 -0.05 0.01 0.07 -0.49 1.00 1.00

-1m above
layer

[0,1,2m]

HDPE, D=110 mm, t=6.3 mm
Staal,   D100 mm, t=3.6 mm

Automated input voor WTube
Overgangs-lengte [5,10,20m]

Automated DSettlement input (XML)

Polygone

6 profielen
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2N x M profiles

400 parallel branches



• From previous workflow to Monte Carlo probabilistic calculations for thousands of grid cells with 400 probabilistic parameters

• Used Monte Carlo simulations to accelerate physics based model computations 

• Explored 400 combinations of stochastic parameters in parallel

• Enabled efficient exploration of different system behaviors despire brute-force 
nature

• Achieved massive performance gains through parallel processing

• Reduced runtime from 1/2 year to 4 days 
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Privacy-preserving data aggregation

A decentralized Machine Learning (ML) technique

• Uses local information to build global knowledge,​
without disclosing sensitive data​

• Enables learning a single model across multiple distributed
devices ​using local data samples​

• Allows privacy-preserving data aggregation from
decentralized nodes



Privacy-preserving data aggregation



Privacy-preserving data aggregation

Distributed System Operator



Local model

Local model

Local model
Global model – Grid Simulator

OpenDSS DSO AgentActive power predictions

LV grid 
Topology

The state 
of the 
grid

Loads on the 
Transformer 

+ 
Transformer 

state
(overloaded or 

not)

Household 1

Household n

Household 2

.

.

.

Semi-global 
model

Privacy-preserving data aggregation

DSO



Privacy-preserving data aggregation
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Simulink model Matlab simulation
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Workflows are complex

Complexity explodes for conditional and iterative workflows

Multi-party workflows lead to handling of external data exchange

Complexity will grow even more in future because of the interconnectedness and servitization

All of that requires flexible architectures and implementation of workflow engines for future-proof computing 
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